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Abstract 
 
Augmented Reality (AR) uses a combination of hardware 
and software to enhance a person's vision of the world 
with useful information about his/her surroundings.  In 
recent years, there have been many different 
implementations of Augmented Reality.  The vast 
majority of these implementations have assumed that 
lighting conditions are static, usually in an indoor or 
outdoor environment.  Unfortunately, many of these 
implementations have difficulty adapting to new lighting 
conditions, especially when the conditions change 
abruptly.  This paper addresses this issue by presenting a 
robust system that is able to tolerate such changes in 
lighting conditions.  Thus, this paper will show how to 
construct a vision component of an Augmented Reality 
system that will help adjust the system automatically to 
both indoor and outdoor lighting conditions. 
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1. Introduction 
 
Augmented Reality is rapidly becoming a popular trend in 
the academic and scientific world.  As a result, there has 
been much research on this topic in recent years.  Many of 
the research papers concerning Augmented Reality have 
dealt with issues such as implementation, system design, 
tracking algorithms, user interface design, user 
interaction, etc.  Generally this research has been done in 
a computer lab, where tracking and communications are 
easily controlled ([1], [2], [3], [11], [15], [16]).  Even 
when AR research has been in an outdoor environment, it 
too has been in very controlled environments ([6], [10], 
[17]).  Our research however has focused on the 
construction of a robust AR system for changing 
environments.  In previous research, we built a system 
that dynamically picked feature points [14] of articulated 
structures in order to detect and display information 
useful about the structure [4].  Thus, the system was able 
to recognize many different structures regardless of the 
environment. Results of the system are shown in Figure 1. 

 
 

Figure 1: This image shows the feature points that have 
been dynamically picked for this building.  Once the 
feature points have been found, the structure and its 

orientation can be found.  As a result, useful information 
such as building schematics can be overlaid on top on the 

building itself. 
 
 
Building upon previous research, we discovered that 
changing lighting conditions had the ability to impair the 
system from tracking feature points.  The system was able 
to recover after a few seconds by picking new feature 
points but this could present problems for mission critical 
applications like fire fighting.  In such applications, every 
second counts and information displayed by the AR 
system needs to be accurate.  Unfortunately, there has not 
been much research handling rapidly changing lighting 
conditions.  We feel this is an important problem and 
solving it will greatly aid Augmented Reality systems 
manage dynamic environments.  Thus, this paper 
demonstrates an AR system that can adjust automatically 
to changing lighting conditions. 
 
 
2. Problem: Changing Lighting Conditions 
 
Despite many different variations of Augmented Reality, 
all implementations have the same basic components.  
These components include: video/frame input into an AR 



system, an algorithm/technique that gathers information 
from selected frames (such as orientation information), 
and lastly, a means in which to augment the frames with 
useful data (typically with computer graphics).  
Considering these three components, the video/frame 
input is the only one that is dependent on an external 
source.  Usually this external source is from a camera 
CCD1 that has taken an image or image sequence from the 
real world.  An image taken from a camera CCD can vary 
greatly depending on the settings of the camera.  This can 
be difficult to deal with, as there are usually settings to 
change exposure, brightness, contrast, gamma, etc.  Due 
to the wide variety of images that can be captured, the 
settings of the camera should be adjusted appropriately 
depending on the conditions of the environment external 
to the camera. 
 
Unfortunately, a vast majority of Augmented Reality 
research has assumed that conditions external to the 
camera will remain constant.  Primarily this has been to 
make the algorithms easier and to aid the tracking of 
objects.  Vision-based tracking is a crucial part of an AR 
system as it is used to help gather orientation of objects 
and various visual queues from the environment.  If such 
tracking data were ever lost, the AR system would be 
disrupted and might even result in an unrecoverable error.  
Unfortunately, this situation can occur if the Augmented 
Reality system does not know how to adjust to the image 
provided by the camera CCD.  As a result, many AR 
systems only perform as well as the camera CCD adjusts 
to the lighting conditions of the external environment. 
 
To illustrate further, one of the main ways that an AR 
system could lose a tracked object would be if the camera 
CCD is not able to handle a rapid change in light or 
darkness.  Unfortunately, this can be a common 
occurrence when working with Augmented Reality in the 
real world.  Some examples include: the sun peering in 
and out of clouds, walking from inside to outside a 
building (or vice-versa), or even a sudden bright flash 
from a photographer’s camera.  Figure 2 shows an 
example of tracked points that have been lost between 
two frames when a bright light was introduced into the 
scene.  Thus, it is apparent that this is a major problem 
that needs to be addressed before Augmented Reality can 
handle dynamically changing environments. 
 

                                                 
1 CCD is an acronym for Charge-Coupled Device.  It is an 
image sensor that separates the visible spectrum into red, 
green and blue for digital processing by a camera. 

 
 

 
Figure 2: These images are from an image sequence.  The 
top image was taken one frame before the bottom image.  
Notice how features previously being tracked in the top 

image are no longer tracked in the bottom image.   
 
 
3. Idea: High Dynamic Range (HDR) 
 
The primary goal of this paper is to overcome the 
difficulties that result from a wide range of possible 
images from a camera CCD.  Thus, the first step in 
overcoming this limitation is to understand that there are 
many lighting/external conditions that can affect a final 
image.  With this in mind, this paper devises a system that 
will automatically compensate for these conditions. 
 
In order to help solve the limitations of a camera, an idea 
is borrowed from the world of high dynamic range (HDR) 
research.  High Dynamic Range imaging is the means of 
capturing the real world luminosity as it is, without 
clipping of pixels or bleaching of regions within the 
image [9].  In recent years, there has been research [5] 
that has created high dynamic range images using 
photographs of many different exposures.  To illustrate an 
example, look at Figures 3, 4, and 5 [7].  In Figure 3, the 
exposure of the image is too high and thus washes out the 
right side of the image.  In Figure 4, the exposure of the 
image is too low and thus makes the left side of the image 
black.  In order to compensate for these images, a 
technique was devised that combines the best parts of 
both images into one, as shown in Figure 5.  The features 
of this image are clear and it is easy to make out all the 
objects in the scene.  Ideally, this is desired result. 



 
Figure 3: An example image in which the exposure is too 
high.  Notice that the right side of the image is washed out 

and the features are difficult to see. 
 
 

 
Figure 4: An example image in which the exposure is too 

low.  Notice that the left side of the image is all black. 
 
 

 
Figure 5: A high dynamic range image using images from 
Figures 3 and 4.  Notice that both of the left and right side 

of the image are visible and clear. 
 
 
Unfortunately, the results shown in Figures 3 and 4 are 
common of all cameras if the exposure is too high or too 
low.  Thus, an Augmented Reality system would have 
difficulty picking and tracking key feature points in order 
to do augmentation.  However, if a scheme were devised 
that provided an AR system with a high dynamic range 
image like the one in Figure 5, this would practically 
solve this problem entirely.  Unfortunately, creating high 
dynamic range images is processor intensive and it would 
be difficult to do this in real time.  Thus, the following 
section devises a technique that creates pseudo-high 
dynamic range images that can be used in real-time, 
Augmented Reality applications. 
 
 
4. Setup and Implementation 
 
Before going into the technique that we devised for our 
Augmented Reality system, let’s first look at the hardware 
and the environment that was used for experimentation.  
The hardware used were as follows: 
 

1. Dell Inspiron 8200 laptop 
2. OrangeMicro iBot2 USB 2.0 web camera 

 
The OrangeMicro iBot2 is able to capture up to 30 frames 
per second at 640x480.  It also has the ability to adjust 
features such as exposure, brightness, contrast, etc.  This 
camera was used to record the experimental setup.  The 

setup consisted of a scene of a coffee cup, whiteout bottle, 
and a clock with a moving pendulum.  As the camera 
recorded, various feature points were tracked in the scene 
(both moving and static).  The camera was then exposed 
to various lighting conditions to test the results.  The 
sample scene was near window blinds so that light 
adjustment was simple.  There were two primary lighting 
tests.  The first test was to start with the blinds closed and 
then open the blinds quickly thereafter.  This would flood 
the camera with new light coming from outside.  The 
second test was then to quickly drop the blinds so that the 
sample scene grew dark really fast.  Thus, the camera is 
not able to take in as much light. 
 
One would expect the result of this experiment to be 
similar to the results of Figure 3 or 4.  Indeed, this was the 
case.  When the blinds were opened, the camera was 
unable to handle all the new light and washed the image 
out (as was shown in Figure 2).  When the blinds were 
closed, the lack of light produced images that were almost 
black.  The iBot2 camera was able to autocorrect for this, 
but it took about 5-10 seconds for this to be fully 
corrected.  For Augmented Reality this is not acceptable 
as important information may not be available at critical 
times. 
 
It was at this point we realized that high dynamic range 
research would be useful to solve this problem.  The idea 
is to obtain both a high exposure and a low exposure 
image back-to-back.  If the camera is in auto exposure 
mode, then we already have either a high or low exposure 
image.  For the next frame, we then set the camera to the 
opposite exposure to retrieve either the high or low 
exposure image that is needed.  This is considered an 
exposure pair and is done for the entire frame sequence.  
The images retrieved from the auto exposure mode will 
by default act as the “main frame” that is displayed.  
Since most of the images from auto exposure use a high 
exposure level, usually the high exposure image becomes 
the “main frame” while a low exposure image is retrieved 
to act as the “backup frame.”  The top images of Figures 6 
and 7 show an example high and low exposure pair. 
 
 
 
 
 
 
 



 
 

 
Figure 6: The top image is a high exposure image when 

new light is introduced into the scene.  The bottom image 
is its resulting threshold at this point.  Note that most of 

the features in the threshold image have disappeared. 
 
 
For our experimental setup, we decided to track objects 
using KLT tracking [14] however any tracking method 
could have been used.  All key features in the scene, such 
as from the pendulum movement of the clock, were 
tracked over time.  Through experimentation, it was found 
that if the lighting of the room changed so that the camera 
was flooded with light, the feature points that were being 
tracked would be completely lost (as Figure 2 
demonstrated).  In order to compensate for this, we track 
the features of the threshold image rather than features of 
the actual image itself (see the bottom image of Figures 6 
and 7 for the threshold and Figure 10 for a tracked 
threshold).  The primary advantage to this is that the 
threshold of either the low or high exposure image will 
generate features to track.  As it turns out, usually only 
one of the thresholds is good enough to do tracking rather 
than both at the same time.  Fortunately, this is not a big 
loss because when there is a rapid change in light, the 
threshold currently being tracked will switch over to the 
threshold of the other exposure.  In order to switch 
threshold images, a histogram is taken of the image frame 
and then analyzed.  If the histogram of the image favors 
one side of the spectrum instead of the whole spectrum, 
then it is time to switch to the other exposure.  This can be 
seen in Figures 8 and 9 on the following page.  Figure 8 is 
the histogram of Figure 6 and Figure 9 is the histogram of 
Figure 7.  At the moment these images were taken, a new, 
 

 
 

 
Figure 7: The top image is a low exposure image when 

new light is introduced into the scene.  The bottom image 
is its resulting threshold at this point.  Note that the 

features in the threshold image are easier to see. 
 
 
bright light was introduced into the scene.  As a result, 
Figure 6 looks washed out while Figure 7 provides a good 
image of the scene.  Looking at their histograms, Figure 8 
favors the white part of the spectrum because the image is 
washed out.  Figure 9 on the other hand covers a wider 
range of the spectrum.  In this example, it is clear that the 
algorithm would choose to use the histogram from Figure 
9 in order to track feature points.  Thus, by analyzing the 
distribution of the histogram, we can determine which 
image’s threshold is the better one to track. 
 
 
 
 
 
 
 
 
 



 
 

Figure 8: This is the histogram of the high exposure 
image in Figure 6.  Notice that the histogram favors 

the white part of the spectrum. 
 

 
 

Figure 9: This is the histogram of the low exposure 
image in Figure 7.  Notice that the histogram is well 

distributed over the spectrum. 
 
 
Through the use of selecting which threshold to track, we 
essentially are building a dynamic threshold over time.  In 
essence, this produces a pseudo-high dynamic range in 
which both high and low exposure images are taken into 
account. This threshold seamlessly transitions from one 
exposure to another allowing features to be tracked 
continuously despite changing lighting conditions.  Figure 
10 shows an example of a frame from a tracked threshold 
sequence.  At this point, it is easy to take the feature 
points from the threshold and place them onto the “main 
frame,” as shown in Figure 11.  Notice that the features 
are still visible despite the change in lighting.  It is worth 
noting that this frame is the same frame from Figure 2 
that failed to track the feature points before. 
 
The results from this technique are very promising.  As a 
result, the system we have implemented is now able to 
adjust itself automatically to changing lighting conditions 
without user interaction.  Thankfully, this will help to 
prevent an Augmented Reality system from failing at 
critical times and allow objects to be continuously 
tracked.  We feel that this is a step in the right direction 
for dealing with tough lighting situations and improving 
the overall robustness of Augmented Reality. 

 
 

Figure 10: This image shows features being tracked 
from an image’s threshold.  Note that this threshold 

was chosen to be the better threshold to track. 
 

 
 

Figure 11: This image is the final result of the 
proposed method.  Note that the scene has been 

flooded with light but the features are still detected. 
 
 
5. Future Work 
 
Future work of this research includes determining how to 
automatically calibrate the exposure of a novel camera 
and exploring speed improvements for this algorithm.  In 
addition, research will be conducted to see how this 
technique can be used in a multi-camera environment.  
Lastly, research investigating real-time high dynamic 
range images would also be of great benefit. 
 
 
6. Conclusions 
 
This paper presented a technique that can be used to help 
an Augmented Reality system become more robust and 
adjust to changing environments.  In order to compensate 
in dynamic lighting conditions, high and low exposure 
images are used to create a dynamic threshold that is used 
for tracking.  This allows objects to be continually tracked 
regardless of the exposure of the image.  As a result, this 
technique will aid Augmented Reality systems to handle 
many different environments without fear of error. 
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